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Abstract We consider the random Euclidean assignment problem on the line between two sets
of N random points, independently generated with the same probability density function %. The
cost of the matching is supposed to be dependent on a power p > 1 of the Euclidean distance
of the matched pairs. We discuss an integral expression for the average optimal cost for N � 1
that generalizes a previous result obtained for p = 2. We also study the possible divergence
of the given expression due to the vanishing of the probability density function. The provided
regularization recipe allows us to recover the proper scaling law for the cost in the divergent
cases, and possibly some of the involved coefficients. The possibility that the support of % is a
disconnected interval is also analysed. We exemplify the proposed procedure and we compare
our predictions with the results of numerical simulations.

1 Introduction

Random Euclidean assignment problems (REAPs) are combinatorial optimization problems in
which we couple points randomly generated on a given d-dimensional domain Ω ⊆ Rd, in such a
way that a certain cost function is minimized. To be more precise, let us call Ξ := {xi}i=1,...,N ⊂
Ω and Υ := {yj}j=1,...,N ⊂ Ω two sets of points, both of cardinality N . All points are supposed
to be identically and independently distributed over Ω according to some probability density
function (PDF) % : Ω → R+. We also suppose that a certain weight function w : Ω ×Ω → R+ is
given, in such a way that w(xi,yj) ≡ w (‖xi − yj‖) is the cost of the coupling (xi,yj), ‖xi−yj‖
being the Euclidean distance between xi and yj . Then, denoting by SN the set of permutations
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σ of N elements, we search for an optimal assignment σ∗, such that

ε[Ξ, Υ ] := min
σ∈SN

1
N

N∑
i=1

w
(
xi,yσ(i)

)
≡ 1
N

N∑
i=1

w
(
xi,yσ∗(i)

)
. (1)

Observe that an optimal assignment always exists but it is not unique in general. From the
computational point of view, once the sets of points Ξ and Υ and the weight function w are given,
finding the minimum cost permutation is an “easy” problem, being the assignment problem in the
P complexity class [1]. However, due to the randomness of the point positions, we are typically
interested in the average properties of the solution, e.g., in the average optimal cost (AOC)

εN := ε[Ξ, Υ ] = min
σ∈SN

1
N

N∑
i=1

w
(
xi,yσ(i)

)
, (2)

where we have denoted by • the average over all possible realizations of the point sets Ξ and Υ
over Ω according to the law %.

In the available literature on the REAP, the domain Ω is typically supposed to be connected,
and the points to be uniformly distributed over it. Many results are available for this specific
formulation of the problem, in particular assuming the weight function

wp(x,y) := ‖x− y‖p, p ∈ R+. (3)

For example, in Ref. [2] the scaling of the AOC in the REAP with weight function wp for
uniformly distributed points on the unit square has been derived, whereas in Ref. [3,4] the
coefficient to this scaling has been obtained for p = 2 both on the unit square and on the torus,
a result later rigorously proved in Ref. [5]. The scaling properties of the AOC with p = 2 in
the case of Gaussian distributed points on the plane has been recently studied in Refs. [6,7].
Higher dimensions have been considered in Refs. [3,4], where the weight function w2 has been
adopted, again assuming uniformly distributed random points on the d-dimensional hypercube.
The problem greatly simplifies in the d → +∞ limit, to be taken before the N → +∞ limit,
and indeed the infinite dimensional case has been the first one to be considered in the physics
literature. The simplification is due to the fact that, in this limit, the correlation among the
weights wp(xi,yj) disappears, and the average over the disorder can be easily tackled using the
replica trick [8]. This fact has been first discussed in a series of seminal works by Orland [9]
and Mézard and Parisi [10,11]. In their treatment of the problem, Mézard and Parisi considered
p→ +∞ as well, in such a way that d/p = r+ 1 for some r ≥ 0. They proved that, in this mean-
field version of the original Euclidean problem, the AOC depends on r only. Their exact results
have been later rigorously proved [12,13,14], and their techniques have been extended to calculate
both finite-size corrections in the mean-field model [11,15] and finite-dimensional corrections [16,
17,18]. The results obtained by Mézard and Parisi on random matching problems paved the way
to the application of statistical physics techniques, in particular from the theory of disordered
systems, to the study of combinatorial optimization problems in presence of randomness [8].
Since their original contributions, the replica trick and the cavity method have been applied to
many random optimization problems, and inspired new efficient algorithms for their solution,
such as the survey propagation algorithm [19,20,21].

The REAP is also naturally related to the Monge-Kantorovich transportation problem be-
tween probability measures in the continuum [22]. In the Monge transportation problem we
suppose that two non-negative mass distributions ρA(x) and ρB(x) are given on a compact con-
vex domain Ω ⊂ Rd satisfying the overall mass balance condition

∫
Ω
ρA(x) dd x =

∫
Ω
ρB(x) dd x.
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Let us now consider the setM of all maps µ : Ω → Ω that transport the mass distribution ρA
into the mass distribution ρB ,

M(ρA, ρB) :=
{
µ : Ω → Ω s.t.

∫
µ−1(X) ρA(x) dd x =

∫
X
ρB(x) dd x ∀X ⊂ Ω Borel set

}
, (4)

and let us assume that a transportation cost function ε(µ; ρA, ρB) is given, e.g.,

ε(µ; ρA, ρB) =
∫
Ω

w(x,µ(x))ρA(x) dd x, (5)

for some cost function w. In the optimal transportation problem we ask under what conditions
a transportation map

µ∗ = arg min
µ∈M

ε(µ; ρA, ρB) (6)

that minimizes the transportation cost exists, and what are its properties. The final goal is
to find the expression of µ∗. Kantorovich proposed a more general approach to the problem.
The idea is to work in the set Π(ρA, ρB) of “transportation plans”, i.e., of probability measures
π : Ω × Ω → R+ having marginal ρA and ρB respect to their first and their second argument
respectively. The cost in Eq. (5) can be written in terms of the transportation plan π as

ε(π; ρA, ρB) =
∫
Ω×Ω

w(x,y) dπ(x,y). (7)

We search therefore for the optimal transport plan π∗ = minπ∈Π(ρA,ρB) ε(π; ρA, ρB). Kan-
torovich’s formulation is more general and allows to obtain rigorous results on the existence
of the optimal transport plan [22]. It is evident that, in both formulation, we can easily recover
the assignment problem as discrete version of the transportation problem, considering the two
atomic measures

ρA(x) = 1
N

N∑
i=1

δ(d) (x− xi) , ρB(y) = 1
N

N∑
j=1

δ(d) (y− yj) . (8)

Moreover, if we adopt the weight function in Eq. (3) with p ≥ 1, the transportation cost between
this two densities is the (pth power of the) so-called p-Wasserstein distance between ρA and ρB ,
a cost function widely investigated in optimal transportation theory. However, in the REAP, an
additional complication appears: indeed, as discussed above, the transportation cost of a given
instance of the problem is not very informative, and we have to average the Wasserstein distance
on all possible realizations. Remarkably, despite this complication, information on the AOC for
d ≥ 1 in the N → ∞ limit can be still recovered, observing that the optimal map µ∗ has
to be infinitesimal, because both the empirical densities weakly converge to the same PDF %.
A linearization simplifies the highly nonlinear transportation condition implied by Eq. (4) for
regular transportation maps (the so-called Monge-Ampére equation) and allows us to obtain the
AOC for p = 2 and % uniform on the hypertorus of dimension d ≥ 1 [3,4,5].

Moving from these recent results, in the present paper, we study the REAP in the lowest
possible dimension, i.e., d = 1. The one-dimensional REAP is particularly simple to solve when
convex weight functions w are considered. Using the weight function in Eq. (3) with p > 1, and
assuming the points uniformly distributed on the interval, the problem has been discussed and
solved in Refs. [23,24,25], where a special correspondence between the optimal permutation and
a Brownian bridge process on the interval has been found in the thermodynamical limit [23,26].
The p < 0 case is also related to Gaussian processes and it discussed in Ref. [24]. For results and
details on the 0 < p < 1 case and the no-crossing rule for concave costs, see for example Refs. [27,
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23]. By means of the aforementioned relation between the REAP and the Monge-Kantorovich
theory, the treatment for p > 1 in the uniform distribution case given in Ref. [25] has been later
extended to a generic distribution on the line, and a general formula for the AOC has been given
for the case of the REAP, assuming a quadratic weight function w2 [4]. For generic p ≥ 1, the
AOC is typically εN = O(N−p/2). This scaling relation, however, fails whenever the integral∫

Ω

Φ
p
2 (x)Φ̄

p
2 (x)

%p−1(x) dx, (9)

diverges, where

Φ(x) =
∫
Ω

%(ξ)θ(x− ξ) d ξ (10)

is the cumulative function1. The authors also derived two-sided scaling bounds in the case of
a log-concave PDF %(x) on the real line, i.e., PDFs such that%(θx + (1 − θ)y) ≥ %θ(x)%1−θ(y)
for 0 ≤ θ ≤ 1, showing that an anomalous scaling can appear in this case. Indeed, as stressed
in Refs. [4,28] the AOC can be divergent depending on the properties of %. In this case, the
expression for the optimal cost must be properly regularized, and an anomalous asymptotic
behavior of εN may appear [4]. Here we will present a derivation of the general expression for
the AOC in the REAP on the line, extending the arguments in Refs. [4,25] to any value of p > 1
and, moreover, we will give details on the delicate regularization procedure when the scaling of
εN is anomalous, not restricting ourselves to log-concave densities, and extracting, whenever it
is possible, the proper scaling coefficients.

The paper is organized as follows. In Section 2 we will present the general theory for the
REAP on the line. In Section 3 we will discuss the problem of the anomalous scaling of the AOC
in the case of gapless support of %, we will give the recipe for the regularization procedure to be
applied to the general formula presented in Section 2, and we will exemplify our results studying
different types of PDFs and deriving the scaling of the AOC in all cases. In Section 4 we will
consider the effect of the presence of a gap in the support of %. Finally, in Section 5 we will give
our conclusions.

2 The random Euclidean assignment problem on the line

Let us start introducing the REAP on the line and discussing its specific properties. As stated
in the Introduction, we will consider a PDF %(x) : R → R+ on the real line,

∫ +∞
−∞ %(x) dx = 1.

Here and in the following we denote by

Ω := {x ∈ R|%(x) > 0} (11)

the support of %, and therefore %(x) = 0 ∀x ∈ R \Ω. We will also denote by Ω̄ the closure of Ω,
possibly including the points at infinity. The cumulative function Φ(x) and the complementary
cumulative Φ̄(x) := 1− Φ(x) are given by

Φ(x) :=
∫ x

−∞
%(ξ) d ξ =: 1− Φ̄(x). (12)

Let us suppose now that two sets of points both of cardinality N , Ξ := {xi}i=1,...,N and Υ :=
{yi}i=1,...,N , are generated on the line, independently and with the same PDF %. We will assume

1 Here and in the following θ(x) is the Heaviside function, such that θ(x) = 1 if x ≥ 0, θ(x) = 0 otherwise.
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that the points in Ξ and the points in Υ are labeled in such a way that xi < xi+1 and yi < yi+1
for i = 1, . . . , N − 1. We search for the optimal permutation σ∗ ∈ SN such that

ε[Ξ, Υ ] := min
σ∈SN

1
N

N∑
i=1
|yσ(i) − xi|p ≡

1
N

N∑
i=1
|yσ∗(i) − xi|p, p ∈ R. (13)

It can be proved that, independently from the PDF % adopted, the optimal permutation is simply
given by σ∗(i) = i, provided that p > 1 [28,27,23]. This result greatly simplifies the calculation.
If we introduce the transport field

φk := yk − xk, (14)

then we can write

εN := ε[Ξ, Υ ] = 1
N

N∑
k=1

∫
|φ|p Pr[φk ∈ dφ]. (15)

where we have used the notation z ∈ dx⇔ z ∈ (x, x+dx). The distribution of the kth transport
field φk can be obtained observing that

Pr[xk ∈ dx] =
(
N

k

)
Φ̄N−k(x) dΦk(x), (16)

and therefore

Pr[φk ∈ dφ] = dφ
(
N

k

)2 ∫∫
δ(φ− y + x)Φ̄N−k(x)Φ̄N−k(y) dΦk(x) dΦk(y). (17)

The evaluation of εN can be performed writing2

εN = 1
N

∫∫
Ω×Ω

|y − x|p
N∑
k=1

(
N

k

)2
Φ̄N−k(x)Φ̄N−k(y) dΦk(x) dΦk(y) (18a)

= 1
N

∫∫
Ω×Ω

|y − x|p 2F1

[
1−N, 1−N ; 1; Φ(x)

Φ̄(x)
Φ(y)
Φ̄(y)

]
d Φ̄N (x) d Φ̄N (y). (18b)

Up to now, no approximation has been performed. Being interested in the case of very large
number of points, we observe that a nontrivial large N limit of Eq. (17) can be obtained setting,
for each value of k, k = (N + 1)s and introducing the variables ξ and η such that

Φ(x) = s+ ξ√
N
, Φ(y) = s+ η√

N
, (19a)

in such a way that s is kept fixed when N → +∞. This rescaling has a clear interpretation
if we observe that an optimal assignment configuration between Ξ and Υ for p > 1 can be
mapped, through the cumulative function Φ, to an optimal assignment configuration of the same
type between points uniformly distributed on [0, 1], being Φ ordering preserving. As shown in

2 To obtain Eq. (18) we have introduced the Gauss hypergeometric function

2F1[a, b; c; z] :=
∑∞

k=0
(a)k(b)k

(c)k
zk

k! , (x)k :=
∏k−1
n=0(x+ n),

and we have used the fact that∑N

k=1

(
N
k

)2
k2zk = N2z

∑∞
k=0

(1−N)k(1−N)k
(1)k

zk

k! = N2z 2F1 [1−N, 1−N ; 1; z] .
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Refs. [24,25], the optimal assignment between random points uniformly distributed on the unit
interval is asymptotically equivalent to a Brownian bridge process after a rescaling of the type
in Eq. (19a) is performed. This also implies that the (rescaled) transport field itself can be
expressed, in the N → +∞ limit, in terms of the Brownian bridge process composed with the
(inverse) cumulative function Φ−1. Assuming that Ω = Ω̄ and that Ω̄ is connected — i.e., that(
% ◦ Φ−1) (s) 6= 0 for all s ∈ [0, 1] —, we have

Φ−1
(
s+ ξ√

N

)
= Φ−1(s) + ξ√

NΨ(s)
+ o

(
1√
N

)
, (19b)

where we have introduced
Ψ(s) :=

(
% ◦ Φ−1) (s). (19c)

A similar equation holds for Φ−1 (s+ η/
√
N). This fact suggests us the following rescaling of φk

to obtain a nontrivial N → +∞ limit,

φk = ϕ(s)√
N
. (19d)

We remark here that
1

N + 1 ≤ s ≤ 1− 1
N + 1 , (20)

a fact that will have important consequences in the following. We obtain, at the leading order,
the following PDF for ϕ,

Pr[ϕ(s) ∈ dϕ] = dϕ
∫∫

δ

(
ϕ− η − ξ

% (Φ−1(s))

) exp
(
− ξ2+η2

2s(1−s)

)
2πs(1− s) d ξ d η

= dϕ Ψ(s)
2
√
πs(1− s)

exp
{
− [Ψ(s)]2

4s(1− s)ϕ
2

}
.

(21)

Eq. (18a) can be written replacing the sum over k with an integral over s as follows

N
p/2εN =

∫ 1

0
d ss

p
2 (1− s)

p
2

[Ψ(s)]p
∫ +∞

−∞
|ϕ|p e−

ϕ2
4

2
√
π

dϕ+ o(1) (22a)

= 2p√
π
Γ

(
p+ 1

2

)∫ 1

0

[√
s(1− s)
Ψ(s)

]p
d s+ o(1) (22b)

= 2p√
π
Γ

(
p+ 1

2

)∫
Ω

dxΦ
p
2 (x)Φ̄

p
2 (x)

%p−1(x) + o(1), (22c)

that appears as a generalization of the expression obtained, using a different approach, in Ref. [4]
for p = 2. This result can be stated in a slightly different way saying that, if %(x) has compact
and connected support, then

εN = 2p

N
p
2
√
π
Γ

(
p+ 1

2

)∫
Ω

dxΦ
p
2 (x)Φ̄

p
2 (x)

%p−1(x) + o

(
1
N

p
2

)
. (22d)

The finiteness of the integral appearing in Eq. (22d) guarantees the typical scaling εN =
O
(
N−

p/2
)
of the AOC for N � 1, compatibly with the results of Ref. [28]. We say that the

AOC has an anomalous scaling whenever the integral diverges. We will show now how informa-
tion on the anomalous scaling can be extracted from the very same expression in Eqs. (22d) by
means of a proper regularization.



Anomalous scaling of the optimal cost in the one-dimensional REAP 7

3 The problem of regularization

The recipe provided by Eqs. (22) for the calculation of the asymptotic AOC might fail due to
the presence of divergences, that we have neglected assuming Ω = Ω̄ connected. This is indeed
the case for some PDFs. To explore this possibility, we will now relax the condition Ω = Ω̄, but
not the assumption that the closure Ω̄ is connected. The set Ω̄ \Ω is therefore given at most by
isolated points (possibly at infinity). We will consider a disconnected Ω̄ in Section 4.

The divergence of the expression in Eq. (22) suggests that limN N
p/2εN = +∞, but gives no

hints about the scaling of N p/2εN with N . In this case, a regularization must be performed to take
into account the discrete nature of the problem, i.e., the finiteness of N . Such a regularization
will allow us to extract information on the anomalous scaling of the AOC and, possibly, on
the coefficients appearing in the scaling law. Under the hypothesis Ω 6= Ω̄ with Ω̄ connected,
the expression in Eq. (22b) may diverge due to the presence of a point x∗ ∈ ∂Ω (possibly at
infinity) such that limx→x∗ %(x) = 0. In particular, denoting by s∗ = limx→x∗ Φ(x) ∈ [0, 1], a
non-integrable divergence appears in Eq. (22b) if

Ψ(s) =


O
(
s

1/2+1/p
)

if s∗ = 0,
O
(
|s− s∗|1/p

)
if 0 < s∗ < 1,

O
(
(1− s)1/2+1/p

)
if s∗ = 1.

(23)

Assuming that Ω̄ is connected, Ω 6= Ω̄ does not automatically imply the presence of an anomalous
scaling of the AOC: this is therefore a necessary, but not sufficient, condition.

The divergence can be avoided by means of a cut-off. The correct cut-off to be adopted is
suggested by the approximations we have performed to obtain Eqs. (22) from Eq. (18), that is
an exact expression.

A first regularization rule is obtained by taking into account Eq. (20) and therefore substitut-
ing

∫ 1
0 d s→

∫ 1−c1/N
c0/N

d s in Eq. (22b), where c0 and c1 are two positive regularizing constants that
are unspecified at this level. This regularization is required to obtain the proper leading scaling
of the asymptotic AOC only if a nonintegrable singularity appears in the integral in Eq. (22b)
at s∗ = 0 and/or s∗ = 1, and it provides information on the scaling of the o(1) corrections
otherwise.

If a nonintegrable pole s∗ ∈ (0, 1) is present, Eq. (19a) suggests to incorporate a finite-size
correction removing an open ball centered in s∗ having radius c∗/

√
N for some positive regularizing

constant c∗ to be determined. Indeed, in Eq. (19a) we have approximated the quantity Φ(xk),
image of the position of the kth point through the cumulative Φ, with its average value s =
k(N + 1)−1, introducing an error that scales as O (1/

√
N).

In all cases, it is clear that the coefficients in the AOC scaling obtained after the regularization
will depend on the introduced regularizing constants, that have to be determined by means of a
fit procedure. We will give now some examples of the approach described above, comparing the
obtained predictions with the results of numerical simulations.

3.1 Applications

We apply the considerations above to a series of PDFs % and we derive the asymptotic scaling of
the corresponding AOC, always assuming a weight function in the form in Eq. (3) with p > 1.
As preliminary observation, note that, given a REAP with PDF % and AOC εN , introducing the
variable x→ x̂ = λx+ η with λ > 0 and η ∈ R, it is easily seen that the old problem is mapped
into a new problem with %̂(x̂) = 1

λ%( x̂−ηλ ) and ε̂N = λpεN . The results below can be therefore
easily extended to more general PDFs involving nontrivial distribution parameters.
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3.1.1 Absence of singularity: flat distribution

Let us start from the simplest case, namely the REAP on the unit interval Ω = [0, 1] with
points extracted with uniform distribution %(x) = θ(x)θ(1 − x). Many results, both numerical
and analytical, are available in the literature on this case [5,23,24], both with open and with
periodic boundary conditions, in particular for p = 2 [3,25,29]. The flat PDF case requires
no regularization, being Ψ(s) = 1 and therefore we will briefly recall the final result only as an
application of Eq. (22b) for the sake of completeness and for comparison with other cases studied
below. The integral in Eq. (22b) converges for any p > −2 and we obtain

εN = Γ (p/2 + 1)
p+ 1

1
N p/2

+ o

(
1

N p/2

)
. (24)

The expression above corresponds to the asymptotic AOC for the REAP only for p > 1. The
result for p = 2, namely limN NεN = 1/3, can be derived by direct inspection observing that an
exact formula is easily obtained for all values of N ,

εN = 1
N

N∑
k=1

k2
(
N

k

)2 ∫∫ 1

0
(y − x)2 (1− x)N−k (1− y)N−k xk−1yk−1 dxd y = 1

3
1

N + 1 . (25)

Numerical evidences for the formulas above can be found in the literature [3,23,24], see also
Fig. 3a.

3.1.2 Singularity for s∗ ∈ {0, 1}

Let us now consider a set of examples in which the REAP is given on the line, and such that
Ψ(s∗) = 0 for a value s∗ ∈ {0, 1}. We consider both exponentially decaying PDFs (the exponential
distribution and the Rayleigh distribution) and power-law decaying PDFs (Pareto laws), deriving
the proper scaling of the AOC in all discussed cases.

Exponential distribution Let us start considering the exponential distribution,

%(x) = e−x θ(x), Φ(x) =
(
1− e−x

)
θ(x). (26)

In this case, Ω = [0,+∞) and a non-integrable singularity may appear in Eq. (22b) for x→ +∞.
For 1 < p < 2 Eq. (22b) is convergent and the AOC is

N
p/2εN = 2p√

π
Γ

(
p+ 1

2

)∫ 1

0

(
s

1− s

) p
2

d s+ o(1) = Γ (p+ 1)Γ
(

1− p

2

)
+ o(1). (27)

The prediction above is fully consistent with numerical results, see Fig. 1a. It is evident, however,
that a divergence appears when p = 2. Indeed, with reference to Eq. (23), we have that Ψ(s) =
1 − s = O

(
(1− s)1/2+1/p

)
if p ≥ 2. To better understand the nature of this divergence, it is

useful to calculate εN directly for p = 2 applying Eq. (18), taking advantage of the fact that the
computation can be performed exactly in this case for any value of N ,

NεN =
N∑
k=1

k2
(
N

k

)2 ∫ 1

0
d s
∫ 1

0
d t ln2 1− s

1− t (st)k−1 (1− s)N−k (1− t)N−k

=
N∑
k=1

2
k

= 2HN = 2 lnN + 2γE + 1
N
− 1

6N2 + o

(
1
N2

)
,

(28)
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where HN is the Nth harmonic number and γE is the Euler’s gamma constant. In Fig. 1b
we numerically verified the expression in Eq. (28). The appearance of the divergence in our
integral expression in Eq. (22b) is therefore due to an actual (logarithmic) divergence of NεN
for N → +∞. Following the criterion given in Section 2, Eq. (22b) for p ≥ 2 must be regularized
as

NεN ≈
2p√
π
Γ

(
p+ 1

2

)∫ 1−c/N

0

(
s

1− s

) p
2

d s

= 2p+1

(p+ 2)
√
π
Γ

(
p+ 1

2

)(
1− c

N

)1+p/2

2F1

[p
2 ,
p

2 + 1; p2 + 2; 1− c

N

]
.

(29)

The expression above must be interpreted as a regularization-dependent asymptotic formula for
the AOC. In particular, the large N expansion will provide us the scaling properties of the
optimal cost, up to some coefficients possibly depending on the regularization. For example, for
p = 2 the expression above becomes

NεN = 2 lnN − 2 log c− 2 + o(1), (30)

that is perfectly compatible with the exact formula in Eq. (28), whereas the finite-size correction
depends on the regularization c. With reference to Eq. (28), we can infer that c = e−γE−1. For
p > 2 we can expand Eq. (29) as

N
p/2εN = 2p+1c1−p/2

(p− 2)
√
π
Γ

(
p+ 1

2

)
N

p
2−1 + o

(
N

p
2−1
)
. (31a)

In particular, for 2 < p < 4 we have

N
p/2εN = 2p+1c1−p/2

(p− 2)
√
π
Γ

(
p+ 1

2

)
N

p
2−1 + Γ

(
1− p

2

)
Γ (p+ 1) + o (1) . (31b)

We obtain therefore the scaling εN = O
(
N−1) for the leading term but we cannot give a

prediction for the coefficient in front of it, due to its dependence on the regularization constant
c. We have, instead, a complete analytic prediction for the finite-size correction. For p = 4, a
new logarithmic correction appears. In this case, indeed, our formula in Eq. (29) gives

N2ε = 12
c
N − 24 lnN +O (1) . (31c)

Once again, the coefficient of the leading term is unaccessible, despite the fact that the correct
scaling is recovered, but we obtain a prediction of a logarithmic correction, with its coefficient.
We do expect, but it is not obvious a priori, that the value of c appearing in Eqs. (31) is the
same that we have obtained for p = 2. Performing a fit on our numerical results, presented in
Fig. 1c, we get c = 0.203(2) for p = 3, 0.2084(4) for p = 4 and c = 0.2069(5) for p = 5, that are
all very close to the value of c = 0.206549 . . . analytically obtained for p = 2.

Rayleigh distribution As further example of regularization in the case of a PDF with exponential
tail, we consider now the Rayleigh distribution,

%(x) = x e− x
2

2 θ(x), Φ(x) =
(

1− e− x
2

2

)
θ(x). (32)

In this case Ω = (0,+∞) and we have that Ψ(s) = (1−s)
√
−2 ln(1− s) that is infinitesimal both

in s = 0 and in s = 1. In particular, Ψ(s) =
√

2s + O
(
s

3/2
)
for s → 0 and therefore, according
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(a) Values of εN in the case of exponentially dis-
tributed points, obtained for p ∈ (1, 2) compared
with the theoretical prediction in Eq. (27) (smooth
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(b) Numerical results for the AOC for p = 2 in the
case of exponentially distributed points, showing a
logarithmic divergence in agreement with the predic-
tion in Eq. (30). The smooth line is the prediction in
Eq. (28).
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(d) Plot for exp [exp (NεN )] ∼ NeγE in the case of
Rayleigh distribution and p = 2, to be compared with
the theoretical prediction in Eq. (33).

Fig. 1 AOC in the case of exponential distribution and Rayleigh distribution. Error bars are represented but
smaller than the markers.

to Eq. (23), there are no integrability issues for s → 0 for any value of p > 1. On the contrary,
for s→ 1 Ψ(s) = O

(
(1− s)1/2+1/p

)
for any p > 1. The integral is therefore always divergent and

a regularization is needed. We proceed in the usual way, restricting ourselves to the p = 2 case,

NεN ≈
∫ 1− c

N

0

s

s− 1
1

ln(1− s) d s = γE + ln ln N
c

+
∫ +∞

N/c

d z
z2 ln z = ln lnN + γE + o(1). (33)

Our results have been numerically verified, as shown in Fig. 1d.
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Pareto distribution Let us now consider a power-law decaying PDF, e.g., a Pareto distribution,

%α(x) = α

xα+1 θ(x− 1), Φα(x) = xα − 1
xα

θ(x− 1), α > 0. (34)

Here we have Ω = [1,+∞). If we consider

p <
2α
α+ 2 , (35)

Eq. (22b) gives a finite result, namely

lim
N
N

p/2εN = 2p

αp
√
π
Γ

(
p+ 1

2

)∫ 1

0
s
p
2 (1− s)

p
2−

p
α−p d s

= 2p

αp
√
π

Γ
(
p
2 + 1

)
Γ
(
1− 2+α

2α p
)
Γ
(
p+1

2
)

Γ
(
2− p

α

) .

(36)

This formula has been verified, for a set of values of p and α, in Fig. 2a. When (2− p)α ≤ 2p the
integral does not converge (in particular, does not converge for any value of α when p = 2). Indeed,
with reference to Eq. (23), Ψα(s) = α(1 − s)1+ 1

α , and, therefore, a non-integrable singularity
appears for s∗ = 1 when 1+ 1/α ≥ 1/2 + 1/p. We can proceed regularizing the integral for p ≥ 2α

α+2 ,

N
p/2εN ≈

2p

αp
√
π
Γ

(
p+ 1

2

)∫ 1− c
N

0
s
p
2 (1− s)

p
2−

p
α−p d s

= 2p+1

αp
√
π

Γ
(
p+1

2
)

p+ 2

(
1− c

N

) p
2 +1

2F1

[
p

2 + 1, p2
α+ 2
α

; p2 + 2; 1− c

N

]

=

 2p+1

αp−1√π
Γ( p+1

2 )
2p+αp−2α

(
N
c

)pα+2
2α −1 + o

(
Npα+2

2α −1
)

for p > 2α
α+2 ,

p+2
2 lnN − p+2

2
(
Hp/2 + ln c

)
+ o(1) for p = 2α

α+2 .

(37)

For p = 2, for example, we find

NεN = 1
α

(
N

c

)2/α

+


2

α(α−2)
(
N
c

) 2
α−1 + o(N 2

α−1) for 0 < α < 2,
− lnN

2 + ln c−1
2 + o(1) for α = 2,

− 1
α−2 + o(1) for α > 2.

(38)

In Fig. 2b we numerically verify all the scaling properties above for p = 2 and α = 3, 4, 5.

3.1.3 Singularity for s∗ ∈ (0, 1)

Let us now consider a PDF such that Ψ(s∗) = 0 for 0 < s∗ < 1 and let us derive the scaling
properties of the corresponding AOC in this case. As an example, we consider

%α(x) = 2 cos2(απx)
1 + sinc(2πα) θ(x)θ(1− x), α ∈ (0, 1], (39a)

Φα(x) = x
1 + sinc(2πxα)
1 + sinc(2πα) θ(x)θ(1− x). (39b)

Here we have used the definition sinc(x) := sin(x)
x . The distribution above recovers the uniform

one for α → 0 and it has a (double) zero for x = 1/2α ∈ [1/2, 1] if α ∈ [1/2, 1]. The support is
therefore Ω = [0, 1] \ {1/2α}. In particular, for α ∈ [1/2, 1], we have
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(a) Values of εN obtained for p = 1.1 and p =
1.2 and different values of α, compared with the
theoretical prediction in Eq. (36) (smooth lines).
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(b) Numerical results for the AOC for p = 2 and
different values of α. The fits are obtained using a
fitting function in the form given by Eq. (38); we
obtained c = 0.0668(5) for α = 3, c = 0.0939(5) for
α = 4 and c = 0.1121(6) for α = 5.

Fig. 2 AOC in the case of Pareto distribution. Error bars are represented but smaller than the markers.

Ψα(s) = (6πα)2/3

3
√

2 + 2 sinc(2πα)
(s− s∗)

2/3 + o
(

(s− s∗)
2/3
)
,

with s∗ := 1
2α

1
1 + sinc(2πα) . (40)

Depending on the value of α, the general exposition given in the present Section implies therefore
three different regimes of the asymptotic AOC.

For α ∈ (0, 1/2) the asymptotic AOC is finite for any value of p > 1. The integral in Eq. (22b)
has been evaluated numerically and the prediction has been compared with our numerical results
in Fig. 3a, where a perfect agreement is found.

When α = 1/2 the singularity s∗ moves to 1. We obtain the regularized integral

N
p/2εN = 2p√

π
Γ

(
p+ 1

2

)∫ 1−
c1/2
3√
N

0
dxΦ

p
2
α (x)Φ̄

p
2
α (x)

%p−1
α (x)

+ o(1) ∝


N

p
6−1 for p > 6,

lnN for p = 6,
constant for 1 < p < 6.

(41)

We verified the scaling above in Fig. 3c. In the p = 6 case, in particular, we have

N3εN = 160
27π4 lnN +O(1). (42)

For α ∈ (1/2, 1], instead, there is a singularity in s∗ ∈ [1/2, 1) and the regularization procedure
has to be modified. In this case we have to exclude from the integration domain a ball centered
in s∗ and radius O(1/

√
N). Observing that

Φ−1
α

(
1

2α(1 + sinc(2απ)) ±
c√
N

)
= 1

2α ±
1
α

3

√
3c(1 + sinc(2πα))

2π2
√
N

+ o

(
1

6
√
N

)
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≡ 1
2α ±

ĉα
6
√
N

+ o

(
1

6
√
N

)
, (43)

and denoting the “regularized” domain by

Ωα := [0, 1] \
(

1
2α −

ĉα
6
√
N
,

1
2α + ĉα

6
√
N

)
, (44)

we can write the regularized integral as

N
p/2εN = 2p√

π
Γ

(
p+ 1

2

)∫
Ωα

dxΦ
p
2
α (x)Φ̄

p
2
α (x)

%p−1
α (x)

+ o(1) ∝


N

2p−3
6 for p > 3/2,

lnN for p = 3/2,
constant for 1 < p < 3/2,

(45)

where we limited ourselves to the scaling behavior of the AOC. In Fig. 3b we present our numerical
results for p = 2 and p = 3. In both cases, the scaling predicted in Eq. (45) is confirmed. For
p = 3/2, in particular, we find

N
3/4εN = Γ (1/4)

6α (1 + sinc(2πα))

(1 + sinc(2πα)− 1
2α

2απ2

)3/4

lnN +O(1). (46)

In Fig. 3d we show our numerical results for this case, once again in agreement with the prediction.
Observe that the different regularization applied in this case implies a completely different scaling
of the asymptotic AOC respect to the one obtained for s∗ = 1.

4 Assignment on disjoint intervals: an example

In the examples above, and in the general remarks in Section 3, we have always assumed that
the domain Ω is such that Ω̄ is a connected interval, and therefore Φ is an invertible function
on Ω̄. This is not the case if the domain Ω has a “gap”. In this Section we will study the effects
of such a gap on the asymptotic AOC. We will limit ourselves to the case Ω = A ∪ B with Ā,
B̄ connected intervals such that Ā ∩ B̄ = ∅. In the following we will assume that ∀x ∈ A and
∀y ∈ B, x < y. To avoid complications due to the presence of singularities in the integrals, we
will also assume that Ω = Ω̄. The lack of invertibility of Φ is due in this case to the fact that
limx→supA Φ(x) = limx→inf B Φ(x) = ŝ, despite the fact that a = supA 6= inf B = b. We expect
that our approach proposed in Section 2 fails in this situation, because the transport field φk in
Eq. (14) is not infinitesimal in general for N → +∞.

In the simple case mentioned here, Ω = A∪B with Ā∩ B̄ = ∅, the exact formula in Eq. (18)
can be written as

εN = 1
N

∫
dφ |φ|p

∞∑
k=1

[
p

(AA)
k (φ) + p

(BB)
k (φ) + p

(AB)
k (φ) + p

(BA)
k (φ)

]
. (47)

In the expression above, the quantity

p
(XY )
k (φ) dφ := Pr[φk ∈ dφ, xk ∈ X, yk ∈ Y ]

= dφ
(
N

k

)2 ∫∫
X×Y

δ(φ− y + x)Φ̄N−k(x)Φ̄N−k(y) d Φ̄k(x) d Φ̄k(y) (48)

is the joint probability that the kth transport field φk = yk − xk takes value in the interval
(φ, φ + dφ), xk ∈ X and yk ∈ Y . We expect that, to obtain a nontrivial N → +∞ limit from
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Fig. 3 AOC in the case of of points distributed with PDF given in Eq. (39). Error bars are represented but
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p
(AA)
k and p(BB)

k , we have to rescale φk following Eq. (19), due to the fact that matched points
in the same interval can be arbitrarily close in the thermodynamical limit. Indeed, we can repeat
the same calculations in Section 2 performing the rescaling in Eqs. (19) and recovering, with the
same caveat, a limiting distribution exactly in the form given in Eq. (21),

1
N

N∑
k=1

Pr[φk ∈ dφ, xk ∈ A, yk ∈ A] + 1
N

N∑
k=1

Pr[φk ∈ dφ, xk ∈ B, yk ∈ B]

= dϕ
∫ 1

0
d s Ψ(s)

2
√
πs(1− s)

exp
{
− [Ψ(s)]2

4s(1− s)ϕ
2

}
+ o(1). (49)

This formula is exactly the expression we would have obtained if Ω̄ were connected. If convergent,
as it will happen under the hypotheses adopted here, this contribution will give a O(N−p/2) term
in the expression of εN for N � 1.

On the other hand, the last two contributions in Eq. (47) corresponds to the matching trans-
port between the two components of Ω, i.e., A → B or B → A, and therefore the transport
field in this case is of the order of the distance between A and B, namely inf B − supA. The
asymptotic rescaling given in Eqs. (19), therefore, cannot be applied to this term. However, from
the fact that two matched points xk and yk have |Φ(xk)− Φ(yk)| = O (1/

√
N), if xk ∈ A and

yk ∈ B this implies that

Φ(xk) = ŝ+ ξk√
N
, Φ(yk) = ŝ+ ηk√

N
(50)

with ξk < 0 and ηk > 0, and therefore

xk = a+ ξk√
N%(a)

+ o

(
1√
N

)
, yk = b+ ηk√

N%(b)
+ o

(
1√
N

)
, (51)

where a = supA and b = inf B and, under our hypotheses, %(a) 6= 0 and %(b) 6= 0. The relations
above suggest the rescaling φk → b− a+ ϕ̂k/

√
N for k = Ns+ 1/2. A nontrivial distribution for ϕ̂

is obtained assuming s = ŝ+ σ/
√
N. Indeed

1
N

N∑
k=1

Pr[φk ∈ dφ, xk ∈ A, yk ∈ B]

= dφ
N

N∑
k=1

(
N

k

)2 ∫ ŝ

0
duk

∫ 1

ŝ

d vk δ
(
φ− Φ−1(v) + Φ−1(u)

)
(1− u)N−k(1− v)N−k

≈ d ϕ̂
∫ +∞

−∞

dσ√
N

∫ 0

−∞
d ξ
∫ +∞

0
d η δ

(
ϕ̂− η

%(b) + ξ

%(a)

) exp
(
− (ξ−σ)2+(η−σ)2

2ŝ(1−ŝ)

)
2πŝ(1− ŝ)

= d ϕ̂√
N


%(a)%(b)

2(%(a)−%(b))

[
Erf

(
%(a)ϕ̂√
2ŝ(1−ŝ)

)
− Erf

(
%(b)ϕ̂√
2ŝ(1−ŝ)

)]
θ(ϕ̂) %(a) 6= %(b),

%2(a)ϕ̂ e
− %

2(a)ϕ̂2
4ŝ(1−ŝ)

2
√
πŝ(1−ŝ)

θ(ϕ̂) %(a) = %(b),

:= 1√
N

Pr[ϕ̂ ∈ d ϕ̂, A→ B]. (52)

In a similar manner the expression for Pr[ϕ̂ ∈ d ϕ̂, B → A] can be obtained. Collecting our
results, we can write down the contribution to the asymptotic probability for ϕ̂ given by the
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matching between points of different subintervals as

Pr[ϕ̂(s) ∈ d ϕ̂, A↔ B] = d ϕ̂√
N


%(a)%(b)

Erf
(

%(b)|ϕ̂|√
2ŝ(1−ŝ)

)
−Erf

(
%(a)|ϕ̂|√
2ŝ(1−ŝ)

)
2(%(b)−%(a)) %(a) 6= %(b),

%2(a)|ϕ̂| e
− %

2(a)ϕ̂2
4ŝ(1−ŝ)

2
√
πŝ(1−ŝ)

%(a) = %(b).
(53)

Observe that the previous contributions are not normalized in ϕ̂. This is due to the fact that they
appears as O(1/

√
N) corrections to the distribution Pr[ϕ(s) ∈ dϕ] that has Eq. (49) as leading

term: higher order corrections to Pr[φk ∈ dφ, xk ∈ A, yk ∈ A] and Pr[φk ∈ dφ, xk ∈ B, yk ∈ B],
that would guarantee for N � 1 the total integral of the corrections to Pr[ϕ(s) ∈ dϕ] to be zero,
have not been computed. This will be irrelevant for our final computation, because the matching
field is O(1/

√
N) when matching points in the same interval, but O(1) when matching points in

different intervals. The final result is

εN = |b− a|
p

√
N

∫ +∞

−∞
Pr[ϕ̂(s) ∈ d ϕ̂, A↔ B] + o

(
1√
N

)
= 2|b− a|p√

N

√
ŝ(1− ŝ)

π
+ o

(
1√
N

)
, (54)

irrespectively from the fact that %(a) = %(b) or not. Remarkably, the coefficient in front of the
leading term does not depend on %(x) but only on the average fraction of points that are in
each of the two subintervals, i.e., on ŝ. Moreover, the obtained scaling can be intuitively justified
observing that the number of points of Ξ that are expected to fall, e.g., in A are Nŝ, but the
fluctuations to this number scale as

√
N . The same reasoning applies to Υ . This means that

O(
√
N) points in A have necessarily to be matched with points in B with a matching cost that

is O(|b− a|p), giving a final O(1/
√
N) contribution to εN .

Uniform distribution with a gap To better exemplify this situation, let us consider the following
PDF on Ω = [0, 1/2− α/2] ∪ [1/2 + α/2, 1] with α ∈ [0, 1) and q ∈ (0, 1),

%α,q(x) =


2q

1−α if x ∈ [0, 1/2− α/2],
2−2q
1−α if x ∈ [1/2 + α/2, 1],
0 otherwise.

(55)

A gap of width α is present in Ω = Ω̄ when α 6= 0. With reference to the notation adopted in this
Section, in this case ŝ = q for any value α ∈ (0, 1) and therefore Eq. (54) applies immediately,
giving us

εN = 2αp
√
q(1− q)
πN

+ o

(
1√
N

)
. (56)

This scaling law has been numerically verified. In Fig. 4a we consider q = 1/2 and p = 2, whereas
in Fig. 4b we assume q = 3/4 and p = 4, in both cases with different values of α. The prediction
in Eq. (56) is in perfect agreement with the numerical results.
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Fig. 4 AOC in the case of of points distributed with the “gapped” PDF given in Eq. (55). Error bars are
represented but smaller than the markers.

5 Conclusions

We have discussed the REAP on the line with convex weight cost w(x, y) = |x − y|p for p > 1,
assuming the points to be independently and randomly distributed on the line, according with
a PDF %(x) : R → R+. We have given a general expression for the asymptotic AOC N

p/2εN
and we have shown that this general expression is possibly divergent, due to regions of very
low density of points, i.e., to the zeros of %(x). We have provided a recipe to take into account
the effects of the discreteness of the problem when, denoting by Ω = {x ∈ R : %(x) > 0}, the
set Ω̄ \Ω is made up by isolated points (possibly including the point at infinity). We have then
exemplified our approach, applying our recipe to a set of examples, extracting the exact scaling of
the asymptotic AOC and, if possible, the coefficients appearing in it. Finally, we have considered
the case in which the set Ω has a gap, i.e., is composed by two disjoint intervals, showing that,
in this situation, the effect of fluctuations in the number of points falling in each sub-interval
dominates the asymptotic AOC.

The present work extends and completes the analysis given in Refs. [4,25] for the quadratic
REAP. The importance of the discussed regularization is however not restricted to the one-
dimensional random assignment. Indeed, the same formulas for the AOC discussed here ap-
pear in other one-dimensional random optimization problems, such as the random Euclidean 2-
matching [30] and the Traveling Salesman Problem in the bipartite and the monopartite case [31,
32]. The understanding of the proper regularization to be adopted, when the simpler expression
cannot be used and an anomalous scaling appears, is therefore relevant for a larger class of op-
timization problems, to which the analysis presented here can be applied. Finally, in Ref. [4] an
integral expression for the asymptotic AOC is given for d > 1. As the authors stress therein,
the higher dimensional case might also require a regularization, depending on the properties of
the domain and of the PDF adopted to extract the points. The criteria for such a regularization
remain an open problem for future investigations.
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